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AI is already here in government

- Already used by local governments

- Raises oversight and transparency questions



What is AI?
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What is AI?

• Large Language Model: A specialized type of 
AI that has been trained on vast amounts of 
text to understand existing content and 
generate new, original content.

• Neural Networks: A model that, taking 
inspiration from the brain, is composed of 
layers consisting of simple connected units or 
neurons followed by nonlinearities. 



Common Ways AI Shows Up
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Creates content when prompted by 
the user. Learns from data to 
generate more targeted content 
over time (e.g. Co-Pilot, chatGPT) 

Generative AI

Processes, interprets, and 
provides insights into visual 
information (e.g. eel grass 
scanning, wildfire tracking)

Computer Vision
Understands, interprets, and 
generates human language in 
a meaningful way. (e.g. 
language translation)

Natural Language Processing

AI agents that are designed to 
perform tasks in the service of 
human goals, without direct human 
intervention (e.g. chat bots, virtual 
assistants)

Agentic AI

Sources: WA State Generative AI Report ; Responsible AI in the Public Sector

https://watech.wa.gov/sites/default/files/2024-10/WA_State_GenAIReport_FINAL.pdf
https://watech.wa.gov/sites/default/files/2025-01/Responsible%20AI%20in%20the%20Public%20Sector%20-%20WaTech%20%20UC%20Berkeley%20Report%20-%20Final_.pdf
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GenAI cont’d

“Generative AI” is a technology that can create content, 
including text, images, audio, or video, when prompted by a 
user. Generative AI systems learn patterns and relationships 
from large amounts of data, which enables systems to generate 
new content that may be similar, but not identical, to the 
underlying training data.
 - Executive Order 24-01.



AI in Our Technology
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Text
• Chatbots
• Large language models (ChatGPT, Claude, Gemini, Llama, Grok, DeepSeek)

Visual
• Image generation (DALL-E, MidJourney)
• Video generation
• 3D object creation
• Product design

Audio
• Voice cloning
• Music composition
• Sound effects

And More
• Synthetic data
• Robotics behavior



Generative 
AI in Plain 
English

- Supercharged autocomplete

- Predicts words from 
patterns in text

- Generates likely language – 
not facts

AI is like a really fast intern — helpful, but needs review.



AI in Our Technology
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Intentional AI
• Solutions that are acquired and used specifically for their 

AI capabilities

Incidental AI
• New or existing solutions that have generative AI 

embedded, but it’s not their primary purpose

3rd Party AI
• Solutions that are used by entities that interact with, but 

are not a part of WA state government



What is it good for?
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Why Communication is Hard

- Public demand for speed, clarity, and 

accessibility

- Dense laws and regulations

- Not enough staff time

- Miscommunication undermines trust



AI as a Communication Assistant

- Summarize long reports into short briefs

- Draft press releases, emails, talking points

- Translate legal/technical into plain English

- Adapt tone for citizens, press, staff

- Brainstorm metaphors, visuals, outreach ideas



Turning 
Tax 
Jargon 
into 
Plain 
English

“AI turns RCW language into taxpayer-friendly explanations — fast.”
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Tailoring 
the 
Message 
for Your 
Audience



Outreach 
Strategy



SUMMARIZATION
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Why It Matters for Staff & Citizens

- Staff: less drafting, more engaging.

- Citizens: clear, usable info.

- Accessibility: plain language + 

translations.

- Faster answers, quicker corrections.



Trust Through 
Clarity

- Clear, fast, accessible.

- Government that feels approachable.

- Informed citizens, less frustration.



Best practices for 
responsible AI
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Washington AI Principles

• Safe, secure, and resilient

• Valid and reliable

• Fairness, inclusion, and non-discrimination

• Privacy and data protection

• Accountability and responsibility

• Transparency and auditability

• Explainable and interpretable

• Public purpose and social benefit



• Compared to existing technology, AI can:

• Pose similar risks,
• Magnify existing risks, or
• Introduce new risks

• Risks may or may not decrease as technology advances

• More creativity = less predictability
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GenAI Risk Types

• Data privacy: Impacts due to leakage and unauthorized use, 
disclosure, or de-anonymization of biometric, health, location, or 
other personally identifiable information or sensitive data.

• Confabulation: The production of confidently stated but 
erroneous or false content (known colloquially as “hallucinations” 
or “fabrications”) by which users may be misled or deceived.

• Human-AI configuration: Arrangement or interactions between a 
human and an AI system which can result in the human 
inappropriately anthropomorphizing GAI systems or experiencing 
algorithmic aversion, automation bias, over-reliance, or emotional 
entanglement with GAI systems.
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Practical steps for responsible use

• Do designate person or group with responsibility for AI use
• Do establish clear expectations for staff
• Do not put confidential information into free tools
• Do not put confidential information into systems without 

appropriate agreements
• Do exercise caution putting confidential information or 

personal information into systems, even with appropriate 
agreements

• Do document and provide transparency about AI use
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Human review

• Conduct human review for any use that involves decision 
making or public communications:

• Is the content accurate?
• If based on other data, is all information up to date?
• Could output be harmful or offensive?
• Is the tone appropriate?
• Does the output reflect potential bias?
• Could the information cause confusion?

• Humans are ultimately responsible for all content



Live Demo and 
Q&A
- Presenting budget requests = high-stakes.

- AI drafts a clear case in minutes.

- You bring the facts → AI builds the script.

- Humans refine and deliver.

- Now let’s test this with a real scenario from this room.



Other resources

Artificial Intelligence Resources
• Interim Guidelines for Purposeful and Responsible Use 

of Generative AI
• Executive Order 24-01

• State of Washington Generative Artificial Intelligence Report
• Initial Procurement Guidelines for GenAI
• Implementing Risk Assessments for High-Risk AI Systems
• Guidelines for Deployment of Generative AI
• Report of Impact of GenAI on State Workforce
• Guidance on determining AI risk level
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https://watech.wa.gov/artificial-intelligence-resources
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